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CPU 
Optimized for  
Serial Tasks 

GPU Accelerator 
Optimized for  
Parallel Tasks 

ACCELERATED COMPUTING 
THE RIGHT PROCESSOR FOR THE JOB & MAXIMIZING PERFORMANCE PER WATT 
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TESLA® GPUS POWER 
85% OF ACCELERATED 
HPC SYSTEMS 
 
TOP ENTERPRISE 
COMPANIES USE TESLA 
TO TACKLE BIG DATA 
ANALYTICS, IMAGE 
PROCESSING, AND 
MACHINE LEARNING. 

Source: Intersect360 Research 
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THE WORLD’S FIRST  
GPU-ACCELERATED POWER8 SERVER 

2x POWER8 CPUs 

1TB Memory Capacity 

384 GB/s Max Mem 
Bandwidth 

2 NVIDIA Tesla K40 GPU 
Accelerators 

Linux 

IBM POWER S824L 

Available starting Oct 31st!  
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DEEP LEARNING ADVANCES 

BIGGEST CHALLENGE FACING 
SUPERCOMPUTERS AND SCALE 
OUT DATACENTERS: 
 
  POWER EFFICIENCY 
 
 
GPU IS PURPOSE-BUILT FOR 
POWER EFFICIENT COMPUTING 
FOR PARALLEL APPLICATIONS, 
LEADING THE WAY FOR THE 
GREEN DATACENTER.    
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ACCELERATING DISCOVERY 
WITH 3000 TESLA PROCESSORS 

 

UNIVERSITY OF ILLINOIS SCIENTISTS 

PERFORMED THE FIRST ALL-ATOM 

SIMULATION OF THE HIV VIRUS AND 

DISCOVERED THE CHEMICAL STRUCTURE OF 

ITS CAPSID —  

 

“THE PERFECT TARGET FOR FIGHTING THE 

INFECTION.” 
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275+ GPU-Accelerated Applications 
www.nvidia.com/appscatalog 
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PERFORMANCE GAP CONTINUES TO GROW 

0 

250 

500 

750 

1000 

1250 

1500 

2008 2009 2010 2011 2012 2013 

Peak Double Precision FLOPS 

NVIDIA GPU x86 CPU 

GFLOPS 

0 

50 

100 

150 

200 

250 

300 

2008 2009 2010 2011 2012 2013 

Peak Memory Bandwidth 

NVIDIA GPU x86 CPU 

GB/Sec 



9  
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As these gaps grow PCI-
Express becomes a 
larger bottleneck 
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INTRODUCING NVLINK AND STACKED MEMORY 
TRANSFORMATIVE TECHNOLOGY FOR 2016 WITH POWER 8+, AND BEYOND 

NVLINK 

GPU high speed interconnect 

5X-12X PCI-E Gen3 Bandwidth 

Planned support for POWER CPUs 

Stacked Memory 
4x Higher Bandwidth (~1 TB/s) 

3x Larger Capacity 

4x More Energy Efficient per bit 
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BEYOND HPC 

 

Leading the way to 

heterogeneous processing 

in Big Data, Machine 

Learning, and Enterprise 

Computing 
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HPC TO BIG DATA ANALYTICS 

GTC 2009 GTC 2014 

Partial List of Attendees at NVIDIA Annual GPU Technology Conference 
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Now You Can Build Google’s  

$1M Artificial Brain on the Cheap 
“ “ 

-Wired 

 

Artificial Neural Network at a 

Fraction of the Cost with GPUs 

1,000 CPU Servers  
2,000 CPUs • 16,000 cores 

600 kWatts 

$5,000,000 

GOOGLE BRAIN 

STANFORD AI LAB 

3 GPU-Accelerated Servers  
12 GPUs • 18,432 cores 

4 kWatts 

$33,000 



14  

TESLA KEPLER FAMILY  
WORLD’S FASTEST AND MOST EFFICIENT HPC ACCELERATORS  

GPUs 
Single Precision 

Peak (SGEMM) 

Double Precision 

Peak (DGEMM) 

Memory 

Size 

Memory 

Bandwidth 

(ECC off) 

PCIe Gen 
System 

Solution 

CFD, BioChemistry, Neural 

Networks, High Energy Physiscs, 

Graph analytics, Material 

Science, BioInformatics, M&E 

K40 
4.29 TF 

(3.22TF) 

1.43 TF 

(1.33 TF) 

12 GB 

 

288 GB/s 

 
Gen 3 

Server + 

Workstation 

Weather & Climate, Physics, 

BioChemistry, CAE,  

Material Science 

K20X 
3.95 TF 

(2.90 TF) 

1.32 TF 

(1.22 TF) 
6 GB 250 GB/s Gen 2 Server only 

K20 
3.52 TF 

(2.61 TF) 

1.17 TF 

(1.10 TF) 
5 GB 208 GB/s Gen 2  

Server + 

Workstation 

Image, Signal,  

Video, Seismic  
K10 4.58 TF 0.19 TF 8 GB 320 GB/s Gen 3 Server only 
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STRONG CUDA GPU ROADMAP 

  

S
G

E
M

M
 /

 W
 N

o
rm

a
li
z
e
d
 

2012 2014 2008 2010 2016 

Tesla 
CUDA 

Fermi 
FP64 

Kepler 
Dynamic Parallelism 

Maxwell 
DX12 

Pascal 
Unified Memory 

3D Memory 

NVLink 

 

20 

16 

12 

8 

6 

2 

0 

4 

10 

14 

18 



16  

HOW GPU ACCELERATION WORKS 

Application Code 

+ 

GPU CPU 
5% of Code 

Compute-Intensive Functions 

Rest of Sequential 
CPU Code 
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3 WAYS TO PROGRAM GPUS 

Applications 

Libraries 

“Drop-in” 

Acceleration 

Programming 

Languages 

Maximum 

Flexibility 

OpenACC 

Directives 

Easily Accelerate 

Applications 
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GPU ACCELERATED LIBRARIES 
“DROP-IN” ACCELERATION FOR YOUR APPLICATIONS 

 CUDART CUDA Runtime Library 

cuFFT Fast Fourier Transforms Library 

cuBLAS Complete BLAS Library 

cuSPARSE Sparse Matrix Library 

cuRAND Random Number Generation (RNG) Library  

NPP Performance Primitives for Image & Video Processing 

Thrust Templated Parallel Algorithms & Data Structures 

math.h C99 floating-point Library 

cuDNN Deep Neural Net building blocks 

 
Included in the CUDA Toolkit (free download):   developer.nvidia.com/cuda-toolkit 

 

For more information on CUDA libraries:   developer.nvidia.com/gpu-accelerated-libraries 

 

 

https://developer.nvidia.com/cuda-toolkit
https://developer.nvidia.com/cuda-toolkit
https://developer.nvidia.com/cuda-toolkit
https://developer.nvidia.com/cuda-toolkit
https://developer.nvidia.com/gpu-accelerated-libraries
https://developer.nvidia.com/gpu-accelerated-libraries
https://developer.nvidia.com/gpu-accelerated-libraries
https://developer.nvidia.com/gpu-accelerated-libraries
https://developer.nvidia.com/gpu-accelerated-libraries
https://developer.nvidia.com/gpu-accelerated-libraries
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CUDA REGISTERED DEVELOPER PROGRAM 

Exclusive access to pre-release CUDA Installers 

Submit bugs and features requests to NVIDIA 

Keep informed about latest releases and training opportunities 

Access to exclusive downloads 

Exclusive activities and special offers 

Sign up for free at: www.nvidia.com/paralleldeveloper 
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JETSON TK1  
THE WORLD’S 1st EMBEDDED SUPERCOMPUTER 

Development Platform for Embedded 

Computer Vision, Robotics, Medical  

 

192 Cores · 326 GFLOPS 

CUDA Enabled 

 

Available Now 
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GROWTH OF GPU COMPUTING 

  

2008 2014 

4,000  
Academic Papers 

150K  
CUDA Downloads 

60  
University Courses 

100M  
CUDA –Capable GPUs 

1  
Supercomputer 

44 
Supercomputers 

57,000  
Academic Papers 

770  
University  
Courses 

2.5M  
CUDA Downloads 

522M  
CUDA-Capable GPUs 
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Accelerated Computing from 

Mobile Devices to Supercomputers 


