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Computer simulation of 3D electrical activity
in the sinoatrial node

R. A. SYUNYAEV∗† and R. R. ALIEV∗†

Abstract — We have simulated 3D propagation of the action potential in the sinoatrial node to study
the dynamics of the heart rhythm initiation. We have found that the leading center inside the sinoatrial
node is formed by a group of cells, appears spontaneously under normal conditions, and migrates
as acetylcholine is applied. The leading center drifts toward the center of the sinoatrial node, if we
consider the effect of the surrounding atrial tissue. Abnormal electrical activity, rotating waves of
action potential are observed in the sinoatrial node.

1. Mathematical model

We have simulated the electrical activity of cardiocytes based on the Hodgkin-
Huxley formalism:
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Here, U is the transmembrane potential; cm is the membrane capacity; Ii – trans-
membrane currents; gi – maximum ion channel conductivities; αi j – gating vari-
ables; Ei – Nernst potentials; C – ion concentrations; p – other parameters (acetyl-
choline (ACh) concentration); Co and Ci – ion concentrations outside and inside the
cell, respectively; R – gas constant; T – temperature; z – ion charge; F – Faraday
constant. The first equation (1.1a) relates the change in the transmembrane potential
U to the sum of transmembrane currents; the second one describes the dynamics of
ion currents close to the thermodynamic equilibrium (Ohm’s law) (1.1b); the third
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one (1.1c) is the dynamics of gating variables proposed by Hodgkin and Huxley [8];
in a modern interpretation the equation describes the evolution of the probability of
opening and closing of ion channels; the fourth one (1.1d) is the Nernst potential to
describe the thermodynamic equilibrium.

This formalism is suitable for describing the dynamics of diffusion through ma-
jor ionic channels. However, some currents, e.g., fast sodium current, INa, require
a more precise description. Such description is done by estimating the ion flow j,
due to membrane permeability P, via the solution of an electro-duffusion equation,
assuming a constant field inside the channel [7, 9], rather than by the Ohm’s law:

j = P
zFU
RT

Co−CiezFU/RT

ey zFU
RT −1

. (1.2)

It should be noted that currents through ionic pumps and exchangers, i.e. INaK,
ICa,P, and INaCa have to account for the change of protein conformation upon ions
transfer according to the Michaelis–Menten kinetics.

The master differential equation for the transmembrane potential is as follows:

−Cm
dU
dt

=INa + ICa,L + ICa,T + I f + IKr + IKs + Ito + Isus + IKACh

+ IbNa + IbCa + IbK + INaK + INaCa + ICa,p (1.3)

where INa is the fast sodium current; ICa,T, ICa,L – Ca++ L an T type currents; I f –
hyperpolarization-activated current; IKr and IKs – rapid and slow delayed rectifying
potassium current; Ito, Isus – 4-AP sensitive currents; IKACh – ACh activated K+

current; IbNa, IbCa, IbK – background currents; INaK – Na-K ATPase current; INaCa –
Na-Ca exchanger current; ICa,p – Ca++ pump current. The parameters of the model
related to membrane currents can be found in [23].

In addition, we have accounted for the change in the intracellular and intra-
reticulum sodium, potassium and calcium ion concentration by estimating a net
sum of appropriate transmembrane electric currents: dC/dt = I(U,C, p)/(zFV ) and
dCCa/dt = Cv(U,C, p)−C/τ(U,C).

The calcium ion concentration was calculated at the four different cell compart-
ments: myoplasm, calcium uptake from myoplasm to network sarcoplasmic reticu-
lum (NSR) by the SERCA-2 pump, concentration in junctional sarcoplasmic reticu-
lum (JSR) to where calcium ions diffuse from NSR, and Ca++ concentration in the
dyadic subspace. The model also accounts for calcium bufferization by tropnin-C,
calmodulin and calsequestrin. The parameters of the model related to the processes
in the SR are described in [11].

The ACh effect on the action potential is modelled by the inhibition of L-type
calcium currents, activation of the ACh-dependent potassium current, and a shift in
the activation curve of the hyperpolarization-activated current. The ACh concentra-
tion are within the physiological range [24].

A detailed list of a single sinoatrial node (SAN) pacemaker-cell model equations
and numeric constants can be found in [2–4, 11, 23, 24].
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Figure 1. Scheme of two SAN pacemaker cells coupled electrically via gap junctions. Depicted mem-
brane currents and sarcoplasmatic reticulum elements are listed in the text.

In addition to central and peripheral cells [23] we have also modelled interme-
diate cells, linearly interpolating the parameters p(ict) = pc + ict pp, where ict is the
cell type, varying from 0 to 1; pc and pp are the respective extremes (central and
peripheral) of the parameter values [19]. The ionic model of the atrial tissue used to
simulate the surrounding SAN tissue is based on similar principles and is described
in detail in [12].

The interaction of cardiocytes via gap junctions (Fig.1) was simulated by as-
suming gap junctions as constant-resistance conductors. Gap junction conductivi-
ties inside the SAN were assumed 4.0 or 7.5 nS, which is consistent with the experi-
ment [21], and large enough to synchronize the cells [19]. The junction conductivity
between the atrium cells was 175 nS, which is consistent with the data from [22].
The conductivity on the boundary of the SAN and atrium was assumed 70 nS.

To estimate the number of leading centers and their density (Fig. 3) we assumed
a cell A to be a leading center if at the moment t, a membrane potential UA(t) >−30
mV >UB(t), while UA(t−dt) <−30 mV, for any cell B, so that x(B)−x(A) <0.21
mm, y(B)− y(A) <0.21 mm, z(B)− z(A) <0.21 mm.

We have simulated a medium of 50×50×20 cells, which corresponds to a slab
of approximately 3.5×3.5×1.4 mm of SAN tissue. Central, peripheral and interme-
diate pacemakers were randomly uniformly distributed within the simulated region,
i.e., the probability density function p(ict) = 1 for any cell within the tissue. An im-
permeable wall was used as the boundary condition. To simulate the effect of sur-
rounding atrium tissue, the simulated region was extended by two slabs of atrium
(50×100×20 cells).

Differential equations were integrated using the Euler method. Differential
equations of simple relaxation (1.1c) were integrated directly assuming constant
coefficients during a time step:

α(t +dt) = α∞− (α∞−α)exp(−dt/τ). (1.4)

The numeric values of the α∞, and τ for sodium, potassium and calcium currents
can be found in [23].

We used time steps of 10−5 s or less to adequately simulate the fastest sodium
current. It should be noted that such small time steps are not due to the restriction
of the simple method of integration applied, but result from the physical nature of
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the simulated processes. The transmembrane potential, ion concentrations and other
parameters were assumed spatially uniform within a single cell, i.e., the spacial
steps correspond to the size of cardiocytes: to 70 µm in the case of SAN cells [5], to
100 µm in the case of atrial cells [18]. Thus we have simulated a medium composed
of cardyocytes.

The 3D simulations were performed on a MIPT-60 cluster supercomputer situ-
ated at the Moscow Institute of Physics and Technology.

2. Results

To simulate synchronized oscillations, we assumed a uniform phase distribution
as the initial condition, i.e. all cells within the SAN were synchronized at t = 0
(Fig. 2a). We have observed thus artificially imposed all-cell-synchronized system
to be unstable, in a short time numerous leading centers are formed (Figs. 2b and
2c). After a few oscillations the system evolves to a new equilibrium and the density
of the leading centers gradually decreases with time (Fig. 3). After 100 s (Fig. 2d)
we superfused the system with ACh, assuming the concentration of ACh rise to
40nM/L at every point of the system. This resulted in a distortion of the propagation
patterns (see Figs. 2d and 2f compared to Fig. 2c) and a migration of the dominat-
ing leading center (Fig. 4). Surprisingly we did not observe smooth diffusion-like
migration, rather a leap-like manner of the leading center migration, which looked
as if it was switched off at one place to appear in another, eventually in a distant
place. The length of such leaps was up to 3.2 mm, which is comparable to the size
of the SAN. The cause of this effect is that there are always plenty of latent leading
centers in the tissue (Fig. 3) and a leap corresponds to the transformation of a latent
center into an acting leading center. One can also see that the process of the leading
center migration takes about 40 s, while the characteristic time of the change of the
whole pattern of action potential propagation is much longer (Figs. 2e and 2f).

After ACh was eliminated from the system (t = 200 s, Fig. 2g), the dominating
leading center migrated back to its original place in 10 s (Figs. 2h and 2i). It is in-
teresting to note that the backward migration path did not coincide with the forward
migration path, as it was observed recently in 2D simulations [20].

The period of oscillations of the dominating leading center is shown in Fig. 5.
The period quickly grew from 0.27 to 0.53 s after ACh superfusion (t = 100 s), and
then gradually decreased and settled at 0.45 s. Thus we have observed a classical
negative chronotropic effect of ACh [24]. After ACh was washed out (t = 200 s),
the period quickly decreased down to 0.22 s and then gradually restored its original
value of 0.27 s. It should be noted that in this figure we show the period measured
at the center of the dominating leading center; the period at the other locations of
the medium was settled close to the values shown in the figure, the transients died
out during a single oscillation.

Recent studies have shown that a high ACh concentration resulted in the pace-
maker loosing its spontaneous activity, but retaining its excitability [4]; experiments
have confirmed these findings [1,6]. To simulate this effect in a 3D tissue we applied
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Figure 2. Chronotopographic maps of excitation propagation in the SAN. A 2D cut along Z-axis
(z=15) of 3D simulations is shown. Figures (a–i) are the snapshots at the moments of 0.165 s, 40.044
s, 99.006 s, 100.362 s, 140.358 s, 199.287 s, 200.211 s, 240.231 s, 299.223 s; 40 nM/L ACh was
applied at 100 s and was eliminated at 200 s. The size of specimen in each subfigure is 3.5× 3.5 mm.
The vertical scale at the right: time of excitation propagation (t, ms).

Figure 3. Evolution of pacemaker density in the SAN. Note that the initially large number of pace-
makers significantly drops during the first few seconds.
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Figure 4. Location of the dominating leading center. Vertical dotted lines at 100 and 200 s – moments
of 40 nM/L ACh superfusion and wash out.

Figure 5. The effect of ACh superfusion on the period of the dominating leading center. Dotted lines
at 100 and 200 s – moments of 40 nM/L ACh superfusion and wash out.
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Figure 6. Location of the dominating leading center. Vertical dotted lines at 100 and 200 s – moments
of 1 mM/L local ACh application and wash out.

1µM/L ACh locally, simulating a release of ACh from a locus of vagal nerves. Thus
high concentration of ACh affected a ball of tissue 0.7 mm in diameter.

This local application of ACh resulted in the migration of the dominating lead-
ing center (Fig. 6) in a manner similar to its migration during ACh superfusion
(Fig. 2). The migration took less time (about 15 s) and, unlike the case of ACh su-
perfusion, the leading center did not return to its original place even 100 s after the
ACh was washed out (Fig. 6). Surprisingly, ACh did not affect the period of oscil-
lations of the medium outside the area where ACh was applied: it remained 0.27 s,
while the SAN was driven by a leading center outside the site of ACh application.

In Fig. 7 one can see the propagation of the action potential; a site of ACh
application is clearly seen in Fig. 7b (marked by the arrow). In contrast to the nor-
mal medium or the medium superfused by ACh (Fig. 2) where there was no clear
preferred direction of the action potential propagation, in the case of local ACh
application the potential was initiated in a distant part relative to the site of ACh
application, and a wave with a rather smooth front propagated from there to the site
of ACh application (Figs. 7c and 7d). This pattern persisted even 80 s after ACh was
completely eliminated (Figs. 5e and 5f), demonstrating the effect of memory.

We have observed that even a random uniform distribution of pacemaker cells in
both aforementioned simulations resulted in the leading centers tending to stay near
the border of the tissue (Figs. 4 and 6). That might be a boundary effect: we used
an impermeable wall as the boundary condition. Thus we suggest that the processes
near the SAN boundary may crucially affect the location of the leading centers
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Figure 7. Propagation as a result of local application of the ACh front of action potential is shown.
(a–f) are snapshots at 100.123 s, 100.138 s, 180.183 s, 181.013 s, 170.078 s, 170.093 s. 1 mM/L
ACh is applied from 100 to 200 s. (a, b) – complex wave patterns, the arrow marks the site of ACh
application (empty region in (b)); (c,d) – smooth wave with a constant-shaped front propagates from
the farmost-right corner of tissue to the nearmost-left corner of tissue; (e, f) – after ACh wash-out the
wave still follows the same path, but its front shape changes while the wave propagates.
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Figure 8. Propagation along SAN (center) and along the surrounding atrial tissue (left and right).
Vertical axis stands for time from 98.7 s to 99.15 s; horizontal axis – space, a 1D section is along x-
axis (y = 25,z = 10). White color corresponds to depolarization, black to repolarization. Note a clear
boundary between the SAN and the atrial tissue where a delay of propagation occurs.

Figure 9. Rotating wave, reentry inside the SAN 150 ms after the initiation.

inside the SAN. We attached two slabs of atrium tissue alongside the SAN tissue as
natural boundary conditions to simulate the propagation which might occur along
crista terminalis. In Fig. 8 one can see two successive waves: the action potential
has been initiated in the center of the SAN, in about 30 ms it reaches the border of
the SAN and, after a delay of about 15 ms, propagates into the atrium slab along the
X-axis.
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Upon applying special initial conditions, namely, a helical surface for the phase
of oscillations in cylindrical coordinates at t = 0: phase= φ0 + zπ/zmax, we have
observed a rotating vortex inside the SAN (Fig. 9). The dynamics of such formation
is extremely important for understanding atrial fibrillation as discussed below.

3. Discussion

Computer simulation of 3D electrical activity in the SAN and atria is a unique mod-
ern non-invasive tool to study the dynamics in a detailed way that currently cannot
be achieved experimentally. Some general aspects and approaches to such modelling
can be found in [17]. In the current work we have concentrated on the particular is-
sues of the heart rhythm formation in the SAN, the effect of ACh on the leading
center migration and on the formation of the local functional block that may be-
come a precursor to a reentry and neurogenic atrial fibrillation.

It should be noted that the parameters of cell distribution in SAN tissue and
the exact way of cellular organization in the SAN are still unknown [13, 25]. In
this work, for the sake of simplicity, we have used the uniform random distribution
of central, peripheral, and intermediate pacemaker cells. Such distribution of pace-
makers reflects the basic properties of SAN tissue, as well as the cultured tissue of
myocites.

A phenomenon of migration of the leading center in the SAN has attracted at-
tention since its discovery by Meek and Eyster [14]. It has been mostly studied
experimentally [1]. We have recently succeeded in computer simulations of the phe-
nomenon in a 2D model [20], and now in 3D (Figs. 2 and 4). We have observed that
the paths of forward (upon ACh superfusion) and backward (upon ACh wash out)
migration do not coincide, despite the fact that the dominating leading center does
return back to its original location (Fig. 4). This was recently shown in 2D [20] and
is now confirmed in 3D simulations. This emphasizes the fact that the process of the
leading center migration is of complex nature and cannot be considered simply as
the suppression and restitution of an acting leading center.

Note that the effect of ACh on wave patterns in 3D and in 2D is similar, but
not identical. For example, consider the propagation as a result of local application
of ACh (Fig. 7): an application of a high concentration of ACh in a 2D disk has
completely interrupted propagation, while an application of a high concentration of
ACh in a 3D ball (Fig. 7) does not have such a drastic effect due to the obvious
differences in 2D and 3D space geometry. It is also worth noting that the number
of leading centers within 3D tissue (Fig. 3) was larger than within 2D tissue. As
the result, while the excitation of 2D tissue (50×50 cells) took about 50–70 ms,
it took less then 20 ms in 3D simulations (50×50×20 cells). And, of course, 3D
simulations are more realistic.

In our simulations (as well as in the experiments [1]) the migration of the lead-
ing center is a slow process lasting dozens of seconds. Note that neither of the
differential equations of the model (1.1c) describing membrane dynamics of the
Hodgkin type has such long time constants. The observed characteristic time of mi-
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gration (Figs. 4 and 5) may indicate that migration is crucially affected by slow
changes in intracellular ion homeostasis [2]. Indeed, it was shown that the appli-
cation of ACh, besides an immediate chronotropic effect, resulted in slow (dozens
of seconds) changes in the intracellular concentrations of the major ions: sodium
and potassium [2]. These changes affect the functioning of sodium, potassium and
other channels, thus resulting in slow pacemaker-cell frequency shifts. Local dif-
ferences in oscillation frequencies is the major factor that results in the formation
(generally fast) of leading centers, suppressing (generally slow) the neighbour latent
pacemakers.

To simulate the propagation of the excitation from the SAN into the atrium we
have extended the model of SAN tissue by two slabs of atrium cells. This allowed us
to simulate propagation that occurs in the heart along crista terminalis and to study
the effect of the surrounding atrial tissue on the location of leading centers in the
SAN. We have found that the effect of boundary conditions is crucial: simulating
isolated SAN tissue we observed that the leading centers tended to locate near the
boundary, and when the atria are attached, the preferred location of the leading
centers is shifted to the midst of the SAN tissue. To explain the effect we should
recall that atrial cells are larger than SAN pacemaker cells and that atrial cells at
equilibrium are negatively charged to −70 mV. Thus, part of the charge generated
by transmembrane currents of the peripheral SAN cells was consumed by the atrial
cells, which makes the depolarization of SAN pacemakers slower and, therefore,
the location of the leading center shifts toward the center of the SAN. The leakage
of charge is also responsible for the propagation delay on the boundary between the
SAN and the atrium (Fig. 8). This may also be the reason of larger fast-oscillating
cells location on the periphery of the SAN: the stronger pacemaker activity in the
cells of the SAN periphery can help to overcome the suppressive effect of the right
atrium on the overall SAN automaticity [13].

An interesting unsolved problem is whether a vortex-like reentry pattern occurs
inside the SAN under pathological conditions. Such patterns are known to be pre-
cursors of dangerous arrhythmia in ventricles and in atria. As for the SAN, the lit-
erature data are contradictory and a discussion has been open since the experiments
by Hutter and Trautwein [10]. The role of ACh in the effect has been addressed
in simulations with a simple cellular automata model of a frog myocardium [16].
However, it is not clear whether this phenomenon exists in mammals (see [15] for
discussion). In the current work we have made a first attempt to simulate such a
reentry in a realistic 3D model of SAN tissue (Fig. 9). To succeed, we have applied
rather artificial initial conditions, i.e., a helical surface. To clarify how common is
this phenomenon, and to determine its dynamics, further simulations are needed.
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