
1/20

17th International Symposium on Mathematical and Computational Biology
Oct. 30 - Nov. 03 2017

Moscow, Institute of Numerical Mathematics, Russia

TOWARDS A THERMODYNAMICAL APPROACH OF PROTEIN
DATABASES

R. P. Mondaini

S. C. de Albuquerque Neto

Federal University of Rio de Janeiro, RJ, Brazil
Centre of Technology, COPPE

OCTOBER 30, 2017



2/20

A derivation of the probability density function (pdf) for describing the
formation of protein families through the solution of Fokker-Planck equations
and the maximization of selected entropy measures. The present approach
introduces a new statistical treatment of the formation and evolution of protein
families and helps to support the classification of proteins into families and
clans by methods of Statistical Mechanics.

Astronomical Almanacs (Ephemerides) / Biological Almanacs
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Organization of the Sample Space

Figure: (m× n) block of amino acids — a representative of a protein family — an element of the
sample space.

Each row has nl amino acids, l = 1, 2, . . . ,m. We delete all domains such that
nl < n and we also delete (nl − n) amino acids on all other domains.
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The Ribosome Factory and the Organization of a Protein Family:

An example with
(

(m = 6)X(n = 9)
)
and 12 different amino acids: V, P, L,

C, F, H, I, Y, G, E, T, A.

Figure: The Ribosome Publishing Co.

The “Ribosome Player” is tossing up simultaneously 6 dodecahedron dice in
this example. After this first throw, his assistant will deliver the “amino acids
books” to the 1st column. After the second throw, the first librarian will collect
the books of his/her column and they are delivered to the librarian of the 2nd
column. Meanwhile, the first librarian will allocate the amino acids of the
second throw of his/her column and the second librarian will deliver his/her
amino acids to the third librarian and so on.
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Dice are assumed to be fair, but there is a previous game played with
tetrahedra (faces A, C, G, U) and icosahedra to follow the guidelines of the
Genetic Code and actually, a successful game for organizing protein families
should take into consideration unfair icosahedron dice.

Random variables — 1) The probabilities of occurrence of amino acids in the
columns of the m× n blocks.
n vectors of 20 components to be given by

pj(a) = nj(a)
m

, j = 1, 2, . . . , n ,
∑
a

pj = 1

a = A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y

nj(a) stands for the number of occurrences of the a-amino acid in the jth

column.

p1 =

p1(A)
...

p1(Y )

 , p2 =

p2(A)
...

p2(Y )

 , . . . , pn =

pn(A)
...

pn(Y )
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2) The joint probabilities of occurrence of amino acids — the ordered pair ab
on an ordered pair of columns jk −→

(
n
2

)
= n(n−1)

2 square matrices pjk of
(20)2 = 400 components

pjk = nj(a, b)
m

, j = 1, 2, . . . , n− 1
k = j + 1, j + 2, . . . , n

,
∑
a,b

pjk(a, b) = 1

a, b = A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y

njk(a, b) stands for the number of occurrences of the ordered pair ab in
columns jk.

pjk =

pjk(A,A) ... pjk(A,Y )
...

. . .
...

pjk(Y,A) ... pjk(Y,Y )
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These matrices can be arranged in a triangular array:

p =



0 p12 p13 p14 ... p1n−2 p1n−1 p1n

0 0 p23 p24 ... p2n−2 p2n−1 p2n

0 0 0 p34 ... p3n−2 p3n−1 p3n

...
...

...
...

. . .
...

...
...

0 0 0 0 ... pn−3n−2 pn−3n−1 pn−3n

0 0 0 0 ... 0 pn−2n−1 pn−2n

0 0 0 0 ... 0 0 pn−1n
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3) Generalized joint probabilities of occurrences of amino acids — the ordered
sequence of amino acids a1, a2, . . ., an−1, an on an ordered set of columns j1,
j2, . . ., jn−1, jn −→

(
n
r

)
objects pj1j2...jr of (20)r components

pj1j2...jr (a1, a2, . . . , ar) = nj1j2...jr (a1, a2, . . . , ar)
m

j1 = 1, 2, . . . , (n− r + 1) ;
j2 = (j + 1), (j + 2), . . . , (n− r + 2) ;
...

jr−1 = (j1 + r − 2), . . . , (n− 1) ;
jr = (j1 + r − 1), . . . , n

1 ≤ r ≤ n

a1, a2, . . . , ar = A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y

∑
a1,a2,...,ar

pj1j2...jr (a1, a2, . . . , ar) = 1
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Binomial Distribution −→ Poisson Process
“Poissonization” −→ current process in Statistics

Discrete binomial probability distribution with discrete time is “embedded” in a
Poisson process of continuous time.
Let p(nj(t), t) −→ probability of finding nj amino acids of the same kind in
the jth column. σ −→ the probability per unit time that a transition of an
amino acid from this column will occur. σ∆t is the probability that the
transition will occur in the interval of time ∆t. We then have (1− σ∆t) as the
probability that no transition will occur.
Master equation:

p(nj(t+ ∆t), t+ ∆t) = σ∆t p(nj(t)− 1, t) + (1− σ∆t) p(nj(t), t)

∆t→ 0 −→∂p(nj(t), t)
∂t

= σ
[
p(nj(t)− 1, t)− p(nj(t), t)

]
∂p(n0(t), t)

∂t
= −σp(n0(t), t)

At the “column j = 0” is the “Ribosome Factory”. All amino acids are stored
there before the start up of the process:

p(n0(0), 0) = 1 ; p(nj 6=0(0), 0) = 0
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p(n0(t), t) = e−σt

p(n1(t), t) = e−σtσt

p(n2(t), t) = e−σt
(σt)2

2

p(n2(t), t) = e−σt
(σt)3

3!
...

p(nj(t), t) = e−σt
(σt)nj
nj !

The moments are given by:

〈(nj)k〉 =
∞∑

nj=0

nj e
−σt (σt)nj

nj !
= e−σt

(
σt

∂

∂(σt)

)k
(σt eσt)

then

〈nj〉 = σt

〈n2
j 〉 = σt+ (σt)2
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Multinomial Distribution −→ Maximization of Gibbs - Shannon entropy measure
Probability of observing all possible configurations of m amino acids in a
column is found to be:

p(nj(A), nj(C), . . . , nj(Y )) = m!
(20)m nj(A)!nj(C)! . . . nj(Y )!

Sj = −
∑
a

nj(a)
m

log nj(a)
m

= −
∑
a

pj(a) log pj(a)

For m� 1, n� 1:

1
m

log(p)max = 0 = − log 20 + (Sj)max



12/20

Constrained Maximization

1 =
∫ ∞

0
p(nj(t), t)dnj(t)

〈nj(t)〉 =
∫ ∞

0
nj(t)p(nj(t), t)dnj(t)

〈n2
j (t)〉 =

∫ ∞
0

n2
j (t)p(nj(t), t)dnj(t)

0 = δ

∫ ∞
0

[
− p(nj(t), t) log p(nj(t), t)− λ0(t)p(nj(t), t)

− λ1(t)nj(t)p(nj(t), t)− λ2(t)n2
j (t)p(nj(t), t)

]
dnj(t)

0 =
∫ ∞

0

[
− log p(nj(t), t)− 1− λ0(t)− λ1(t)nj(t)− λ2(t)n2

j (t)
]

δp(nj(t), t)dnj(t)

∴ p(nj(t), t) = 1
Z
e−λ1(t)nj(t)−λ2(t)n2

j (t)



13/20

Partition Function:

Z = e1+λ0(t) =
∫ ∞

0
e−λ1(t)nj(t)−λ2(t)n2

j (t)dnj(t) = 1
2
√
λ2(t)M

(
y(t)
)

where:

M
(
y(t)
)

= 1√
π
· e−y

2(t)

1− erf
(
y(t)
)

erf(y) = 2√
π

∫ y

0
e−z

2
dz

y = λ1(t)
2
√
λ2(t)
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p(nj(t), t) = 2
√
λ2(t)M

(
y(t)
)
e−λ1nj(t)−λ2n

2
j (t)

〈nj(t)〉 = − 1√
λ2(t)

(
y(t)−M

(
y(t)
))

〈n2
j (t)〉 = 1

λ2(t)

(1
2 + y2(t)− y(t)M

(
y(t)
))

M ′(y) = −2yM(y) +M2(y)

M ′′(y) = −2(1− 2y2)M(y)− 6yM2(y) + 2M3(y)
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Asymptotic expansions: 0 < y � 1 , M(y) ≈ 1√
π

(
1 + 2√

π

)
y

y � 1 , M(y) ≈ y

〈nj(t)〉 = −∂ logZ
∂λ1(t) = 1

2
√
λ2(t)

M ′(y)
M(y)

〈n2
j (t)〉 = 1

Z

∂2Z

∂λ1(t) = − 1
4λ2(t)

(
M ′′(y)
M(y) − 2M

′2(y)
M2(y)

)

F = 〈nj(t)〉+ 〈n2
j (t)〉 −

1
λ1(t)S

Z = e−λ1F
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The Fokker-Planck equation:
Explicit dependence of the probability with the number of particles.
For an amino acid to be transfered from the jth column, the probability of this
process can be written:

p(nj(t)− 1, t) = p(nj(t), t)−
∂p(nj(t), t)
∂nj(t)

+ 1
2
∂2p(nj(t), t)
∂n2

j (t)

We then have from the Master Equation

p(nj(t+ ∆t), t+ ∆t) = σ∆t p(nj(t)− 1, t) + (1− σ∆t) p(nj(t), t) ,

∂p(nj(t), t)
∂t

+ σ
∂p(nj(t), t)
∂nj(t)

− σ

2
∂2p(nj(t), t)
∂n2

j (t)
= 0

Integrating from 0 to ∞ and using the boundary conditions,

lim
n→∞

(
nj(t)

)K
p(nj(t), t) = 0 ; lim

n→0
p(nj(t), t) = 0.
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σt = − 1√
λ2(y)

(
y −M(y)

)
σt+ σ2t2 = 1

λ2(y)

(1
2 + y2 − yM(y)

)
We then look for a point y = c in the parameter space such that M2(c) ≈ 0
and we consider the Taylor expansion:

M(y) ≈M(c) +M ′(c)(y − c) +O(y − c)2

=
(
1− 2c(y − c)

)
M(c) +O(y − c)2

1
λ2(y)

(1
2 + 2c3M(c) + (1− 2c2)M(c)y

)
= σt

1√
λ2(y)

(
y −M

(
c
(
1− 2c(y − c)

)))
= σt

y = λ1(t)
2
√
λ2(y)
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λ1(y) = 1 + 2(1− 2y2 + 2y3)M(y)
1 + 2yM(y) , λ2(y) = 1 + 2(1− 2y2 + 2y3)M(y)

2σt

M(y) ≡ 1√
π

e−y
2

1− erf(y)

Figure:
(
M(y) —

)
,
(
λ1(y) —

)
,
(
λ2(y), σt = 1 —

)
,
(
λ2(y), σt = 2 —

)
,(

λ2(y), σt = 3 —
)
.
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p(nj(t), t) = 2
√
λ2(y)π e

−λ2(y)
(
nj(t)− σt

1+2yM(y)

)2

1 + erf
(
σt
√
λ2(y)

1+2yM(y)

)
1) p1(nj(t), t) , M(y) ≈ 0 , λ2(y) = 1 , y = −3 , σt = 3.
2) p2(nj(t), t) , M(y) ≈ 0.030245 , M2(y) ≈ 0 , λ2(y) = 0.06333 , y = −1.5 , σt = 3.

3) p3(nj(t), t) , M(y) ≈ 0.053828 , M2(y) ≈ 0 , λ2(y) = 0.045123 , y = −1.3 , σt = 3.

Figure:
(
p1(nj(t), t) —

)
,
(
p2(nj(t), t) —

)
,
(
p3(nj(t), t) —

)
.
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